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Abgtract

The paper represents an gpplication of
Neura Network and Fourier Descriptors
to the problem of shape recognition of
the 2-D binary image. The recognition is
based on the features extracted from the
Fourier Transformation of the shape of
the origind image. The shape of the
image is described by smdl number of
descriptors  (Fourier Descriptors).  This
decription of the shape makes picture
trandation-,  <hift-, and  rotation
independent. The program in MatLab to
find Fourier Descriptors and to apply
them a input to feed-forward
backpropagation Neural Network was
developed. Severd different variants of
the Neurd Network organization are
tested and compared from the point of
view of best matching to target.

1. Introduction

During the project, dgorithms for
boundary trecing of the shagpe of the
binay image and for obtaning of
Fourier features (Fourier Descriptors)
were implemented in MatLab. The
features obtained were used as an input
to two-layers feed-forward
backpropagation Neural Network.
Neura Network was trained then to
recognize severd images and thar
rotated copies. Series of tests to find an

optima  dructure of network  were
accomplished, and ther results are
presented in this paper.

1.1 Background

The recognition is based on the contour
of the paten. Theae ae may
approaches  to description and
classfication of contours of the pattern:
datisticdl methods, based on method on
moments, curve dgnatures, circdar
autoregressve model, ec. In this paper
the shape of the pattern is described by
coordinates of it contour in Cartesan
(complex) coordinate system, and then
the Discrete Fourier Transformation is
goplied to this data, to achieve the
Fourier Descriptors (FD) of the shape.
The advantage of FD is that it is possble
to restore an origind shgpe of the
pattern, and they are easly computed
because they are based on the wel-
developed theory of Fourier
transformetion.

2. Fourier Decriptors

Let us suppose that we have closed
contour in a complex XY plane. A point
moving around the contour generates a
sequence of coordinates (x(m), y(m)),
where m=1,2,...,N, and N is a number of
points in the boundary. Since boundary
isaclosed curve,



X(N)=x(2), y(N)=y(2) )
We can represent each coordinate pair as
acomplex number:

a(n) =x(n) +i*y(n) )
The Discrete Fourier  transformation,
u(n), for this coordinate sequence a(n) is
defined asfollow:
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Inverse Fourier transform is given by:
1 |\é.1 -i2pkn

a(k)=—gq u(ne N )
N n=0
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This is a trandformation from spatid to
frequency domain. It is known that:

a) scding the axes in spatid domain
caues an invese sding in
frequency domain;

b) rotaing the image in the spatid
domain causes Fourier
representation to be rotated by
the same angle;

c) <hift in the spaia domain causes
a liner ift in the phese
component in the frequency
domain;

To make Fourier Descriptors rotation
and shift- invariant, we have to use only
absolute values of coefficients u(k), and
in order to make them scde invaiant,
we normdize them by dividing each one
by thefirg vdue.

Fourier Descriptors s(n) are computed as
follows
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The most important Fourier Descriptors
ae the ones desxribing the lowest
frequencies. To describe the shape, we
ae going to use only the firg 10
descriptors.

An agoproximaion of origind shape
could be obtaned by making inverse

Fourier  transformation of these
descriptors. If only the fira M
descriptors are used, then approximation
of the shape isgiven by eg. (6).
a(n=gquke ™ M<N (6)
k=0

Figures1-3 show an example of this
operation.

Figure 1 Original binary image
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Figure3 Shaperestored from Fourier
Descriptors

3. Edge Tracing

This research deds with binary images
containing different objects. Object is
represented by its shape. To get the
Fourier Descriptors of a given shape, we
fird have to cdculate the coordinates of
al of the object’s boundary points.

To do thiss sgmple boundary
tracing agorithm described in [Ramesh



95] was implemented as a MatlLab

function. This dgorithm works for Al

objects with sizes greater than one pixe
point.

a) Find a garting point S of the object,
using scan.

b) Let the current point in the boundary
be denoted by C. Set C=S and let
the 4-neighbor to the west of Sbe B.

c) Let the eght 8-neighbors of C
garting with B in clockwise order be
N1, N2, ...,N8. Find Ni, for the first
i thatisin S.

d) Set C=Ni and B=N;.; .

€) Repeat stepsc and d until C=S.

Fig.2 shows the resut of goplying this
agorithm to the object from Fig.1

4. Neural Network

4.1 Organization

The recognition sysem was
implemented usng Neurd Network. To
recognize test pattern, two layers feed-
forward backpropagation Neural
Network was implemented in MatLab as
a function. Fig4 shows the dructure of
this network. To introduce Fourier
Dexcriptors to the firt layer of the
network, 10 inputs are used. Neurons in
the firda layar use logag trander
function. Initid weghts and biases are
generated randomly, and number of
neurons in this layer changes from 1 to
10 during experiment, to find optima
structure.

Second layer includes only one
neuron. Its trandfer function is purdin,
and output of this layer used to
determine the pattern used on the input.
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Figure 4 Neural Network
4.2 Traning
Neurd Network was trained usng

supervised learning to recognize petterns
correctly. Ten FDs per image ae
cdculated and assgned to a st A,
Therefore, Ai, " i=1, 2,3,4, each contain
10 FD’s corresponding to the same
image with rotations of 0, 90, 180, and
270 degrees, respectively.

In this project, three different images
each with ther corresponding sets A; ,
Bi, and G were assgned to the inputs of
Neurd Network. Target values TA=l,
TB=2, and TC=3 were assgned, for
each regpective image. Network was
traned to minimize mean square error
MSE, the average squared error between
the network outputs and the targets Ti,
"i=AB,C. Maximum numbe  of
training epochs was st to 700, and
performance goal was 10°® .

Figure 5 shows examples of images used
in this work. Severd tests carried out,
each used a different set of three of these

images.




From the previous results of usng FD in
recognition problems, it was reported
[ManQQ] that there are difficulties of
diginguishing between “2” and “5" , “6’
and “9” due to their rotationa invariance
properties. The network was trained to
recognize diffeeent forms of 5 from
different forms of 2, and 6 from9.

The number of neurons in the
firda layer was incrementdly changed
from 1 to 10, to find the optimd
dructure. Figure 6 shows a typicd
number of Neurd Network epochs until
convergence vs. number of neurons in
the first layer. It can be observed from
Fig. 6 tha best results were achieved
when number of neurons in the firg
layer were in the range from 4 to 7. In
these cases, network converges faster
and produces lesser error.
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Figure 6 Number of epochsto converge vs
Number of neurons

6. Conclusions

It was shown that FD contains a
st of useful features, which can be used
in shape recognition. The advantages of
the FD ae tha they can be essly
computed, and have shift, rotation, and
scde invaiat cgpabilities. The 2-layers
feed-forward  backpropagation  Neura
Network was implemented and trained
to recognize different classes of shapes
with or without rotation. It was shown
that it can genedly didinguish shapes

even when ther FDs are close due to
rotation or shift invariance. Different
sructures of Neural Networks were
tested and it was found that the optimum
number of neurons in the fird layer is in
therangefrom4to 7.
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